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Privacy-preserving Neural Network (PPNN)

= Privacy Services
= Oblivious Inference € Qutsourced Inference
= Qutsourced Inference € Qutsourced Training
= Qutsourced Training € Private Training

= Our Motivations
= Highlights of Three Types of Frameworks
= Evaluation over WAN
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ODblivious Inference
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= Q,

Intellectual property e.g., financial data, healthy status
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Qutsourced Inference
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= Oblivious Inference € Outsourced Inference
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QOutsourced/Private Training

= #Data Providers = 1 = Qutsourced training
= #Data Providers = 1 = Private fraining
= Qutsourced Training € Private Training

(Untrusted) \

Servers
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= 2 2

o Data Providers
= Qutsourced Inference € Outsourced Training

= Inference is a sub-routine of fraining
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Our Goals

= Dissect the rapid development
= (e.qg., the genealogy)

= Help hewcomers dive right info the crux

= Avoid reinventing the wheel

= Highlight open problems and challenges
= (This talk will briefly mention some)

= Aid In fair comparison
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QOut of Scope

Use of tfrusted hardware / trusted execution environment

= That's why “Cryptographic” in our title

Slalom [ICLR]
4.7x10%im/hr for ImageNet
with VGG-16

Inference

2020

X Membership inference, model inversion
= Orthogonal defenses

Training

Goten [AAA]]

2x10% im/hr on CIFAR-10
~90% acc

with VGG-16

Florian Tramer, Dan Bonenh.
Slalom: Fast, Verifiable and Private Execution of Neural Networks in Trusted Hardware.

Lucien K. L. Ng, Sherman S. M. Chow, Anna P. Y. Woo, Donald P. H. Wong, Yongjun Zhao.
Goten: GPU-Outsourcing Trusted Execution of Neural Network Training. 7/24




Out of Scope (cont.)

Differential privacy
= Different concepfts of privacy
= Different research challenges
= e.g., the curse of dimensionality in lang. model
= [Du-Yue-Chow-Wang-Huang-Sun@CCS23]

Federated learning

= [t leaks the models to the data providers

= Often uses "sum of PRF' techniques
= [Naor-Pinkas-Reingold@EuroCrypt99]
= [Chase-Chow@CCS09]
= [Bonawitz et al.@CCS17]
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Highlight of PPNN Development

Inference

GForce [USS]
0.3s for CIFAR-10
with VGG-16

(CIFAR-10is a harder
visual dataset than MNIST)

2020

Gazelle [USS]
0.03s for MNIST
3.56s for CIFAR-10

CryptoNets [[CML]
300s for a query
on MNIST

(VGG-16 has more linear layers
than those used before)

2021

2017

2018

Trident (4PC) [NDSS]
4x107 im/hr on MNIST

2016

SecureML (2PC) [SP]
3.3x10° im/hr on MNIST
93% accuracy

Training

CryptGPU [SP]
4x104im/hr on CIFAR-10
~84% acc

with VGG-16

Ran Gilad-Bachrach, Nathan Dowlin, Kim Laine, Kristin E. Lauter,
Michael Naehrig, John Wernsing. CryptoNets: Applying Neural Networks
to Encrypted Data with High Throughput and Accuracy.

Payman Mohassel, Yupeng Zhang.
SecureML: A System for Scalable Privacy-Preserving Machine Learning. 9/24



D C] : This framework appeared in a crypto/security/privacy venue
O U r G e I I e O | O [:]g : This framework appeared in a system/ML venue
g y Dl ) : This framework is a compiler framework

Low-deg. Approx. Pruning

| | . | I t. Model P . for HE
Support BatchNorm > BNormCrypt More Accurate Approx CryptoDL Quant. Model Param. for

g GPU-powered HE Outsourced Inference - > 5 O f d . f f _I_
HE Multi. Optimization p O p e rS rO m I e re n
s - .
Optimizing HE SlofsLayout  ___ communities in 2016-22
for Conv. & Matrix Multi. > LoLa
-
S e = Categorize by their setting
: .. [HE Compiler] :
opumie oz s UL | . and approach
‘ CryptoNet F‘) : ata Layout & Precision L _ H/W-friendly HE Param. ! . . . .
: SEALion | OotHandlingNon-Linea) [0 e 10 @ Highlight contributions
: Parallelize HE Op. Support GPU E 7/ Gl / h 77/ = H .
J Fusing Multiplication |~~~ "~ J Optimizing over H/'W intrinsics‘ { 1‘31- dML HE T ‘ % S erver C | Ien T ~
! "W "W). TFHE + BGV GForce [USS21]
e , Outsourced Training C O | N N [C C S 2 ‘| ]
{ [CircuitBased | TFHEfor B\NN T T suportNonBNNs |
! Approach] \__Bootstrap for Sign() ‘ FHE-DINN I TFHE for Sign() [ TAPAS } Optimized Circuits [ suE : C H ET [P I_I\I?\ |P] é]
| Pueac 5 CryptGPU [SP21]
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(to be con’rinued on the next slide)



Avoid HE Rotation by FFT
i Skip HE Rotate-and-Sum

. SRV s B Easier and Fair
GPU for CMP & Trunc.| = ¢ 1
098: ;lver:E Pm. L ow—l;)i: Quantizet;u ;;; ’ Malicious Client C O m p O rl S O n
ot ncodmgi | Gazelle I GPU on Linear Layers @
Quad. Approx. for ReLU Delphi r

HE + SS + GC Bitwidth-Aware
o OT for CMP & Truncation Iterative Approximation using OT .
I | SAYPIEIN l 1 Comm.-efficient OT Dot Product u N oN-co | | U d N g
Bitwidth Optimization A i o
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Optimizing NN Arch. Optimizing Arch. Channel-wise Subsampling for ReLU
Compiler Opt. svee | FZ€ | \__ & HE Param. : l NAss |toReduce ReLU CryptoNAS M@ Knowledge Distillatior Dosiibese
Arith. SS & GC
Replacing GC by GWM Floating-to-Fixed Conversion

[Inference Only,
except Glyph]

(Private Training) Ternarized NN, WAGE
@ S ith. Utilize GPU
Online-Comm.-Efficient & «2 Arith. & Boolean SS S

= ~
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Framework Type vs. Privacy Service

Framework Oblivious Outsourced Ou159urced
/Private
Type Inference Inference L
Training
Pure-LHE v O X
Mixed v X X
MPC-based v v O

V: All frameworks support O. Only some support X: No framework supports

= LHE: Linear-Homomorphic Encrypftion; MPC: Secure Multi-party Computation
= Two other “less popular” framework types in our paper

= Torus-based fully-homomorphic encryption

= Pure garbled circuit
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Paradigms for NN Computations

= Handle linear layers and non-linear layers differently
R b e 2 G

= Linear: e.g., Convolution, Matrix Multiplication
= Each output entry is an inner product of some input enftries
= Qutput y; = 3; w; w;, where w; and x; are from the inputs
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(I) Pure LHE for Oblivious Inference

= Client: secret key holder, can decrypt [x] into the result x
= Server: owner of model w

= Linear Layers: [y;] = 2; w; - [X]]
= [X] denotes encryption of x

= ML fechnigue helps

= Pruning sets some small model parameters w; to 0
= Server can skip computing w; - [X]]
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Non-linear Layers in Pure-LHE frameworks

= Activation: “Simple” ones via Polynomial Approximation
“lyl=ap+a; [x]+ay [x] [x]+--
= Approximation degrades accuracy

= Pooling: "“Simple™ Average Pooling
= (additions with one division)
= (non-linear) Max pooling usually gives higher accuracy
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Bitwidth Issue

= Plaintext NN operates in floating point (hnumbers)
= a much wider range than Z, i.e., integers, for [x]
= 256-bit to represent a floating point

= High bitwidth - larger HE parameters - worse performance in LHE

= “privately, efficiently, & accurately evaluate layers in low bitwidthe”

= “cater dynamic weights in secure traininge”

= "guide non-cryptographers to select "“tight” HE parameterse™
= Compilers (Sec VIII.B)




(Il) Mixed Frameworks

= Solving 2 issues in pure-LHE frameworks
= 1stissue: LHE computation is slow

= Use additive sharing
= addition over shares

= Each op costs just a few CPU instructions
= >100x faster than LHE ops (ignoring communication)

= Multiplications need pre-processing (e.g., by LHE) in offline time
= Online: The query became known, use pre-computed results
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Comparison (CMP) in Non-linear Layer

= 2nd |ssue: Polynomial approximation harms accuracy
= In many non-linear layers, comparison (x <y) is a fundamental operation
= RelLU(x) = Max(x, 0), Maxpool({x}y 3) = Max(xq, X7, X, X3)

= NN Architecture Search (Delphi [USS20])
= Approx. only some CMP

Pratyush Mishra, Ryan Lehmkuhl, Akshayaram Srinivasan, Wenting Zheng, Raluca
Ada Popa. Delphi: A Cryptographic Inference Service for Neural Networks.

= Use GPU to securely compute “linearized” CMP (GForce [USS21])

= >30x faster than garbled circuit Lucien K. L. Ng, Sherman S. M. Chow.
GForce: GPU-Friendly Oblivious and Rapid Neural Network Inference.

= Y“How to implement an even more efficient CMP¢"
= Y“What can other crypto primitives be made GPU/TPU-friendly¢”
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(Ill) Non-Colluding Assumption

= Servers that will not reveal their secret to any other parties
= mPC framework assumes m non-colluding servers

= 3PC frameworks make a stronger assumption than 2PC ones
Framework | # Guarantee

= A server only needs to compromise 1 among 2 others instead of a fixed |
. More Serverg' hlgher ThroughpUT SecureML [13], Quotient [74], ABY2.0 [84] 2 -
= 3 server can prepare Beaver's friplets  gopren i Finha 109 5 Abor

Abort
Client

. . Chamel 86], CrypTFl 107 3 —
« if only 2 servers, they need to intferact  captaeo st F o Lo 3
. . I . . ABY3 [88], SecureNN [§8] 3 Abort
= Training needs millions of iteration  FalconN 651, AdamlnPrivate [90] 8 bt
. Swift [89], Fantastic 4 [85] 3/4 G.O.D.
of inferences Flash [75] 4  G.OD.
Trident [50] 4 Fair

GarbledNN [64], XONN [63]
Muse [114]




Complex Function Evaluation

= BatchNorm can be reduced to 1 / sqrt(x) over secret x
= Softmax can be reduced to x / y and eX over secret x &y

= “"How to efficiently & accurately approximate
x /vy, 1/sartly), €% sigmoid(x), and tanh(x)
for secret x and ye"

= “How to realize high throughput and accurate private
tfraining without non-colluding assumptionse”




FRAMEWORK SUMMARY (V OBLIVIOUS INFERENCE, Y: OUTSOURCED INFERENCE [): OuTsourcep TRAINING, Ill: PRIVATE TRAINING)

Framework Basic Info. Fixed-Point Non-Linear Optimization Datasets Crypto Tools
9] %Q C:o
@ ‘4\0 QQ(, \6‘ P*‘ \O \QQ & 4
Q&&W’Q & < e (“\)Qo% x\‘ﬂ Q\Q§§ N O\‘\? $°@ r&x&@ %:9& GQ\S m&\‘(l’ 3 @X C«?& N ‘A%e 60\ %\(‘ ©
CryptoNets my 1w V|O v - |@ O O @ O O O Ol O O O]O O O L
BNormCrypt 533 17 V|O H - | @ O O © O O O O|lee O O OO O O L
CryptoDL 54 17 V|O H - | @ O O © O O O Ol e @ O O|]O O O L
Faster-Crypt [55] 18 VIO H Q| @ O O © O O @ Ol @€ O © O O O L
HCNN 56 21 V| O L - |© O O © O @ O O/l @ O OO O O L
E2DM 571 18 VY |O H O O O @ O O O Ol O O OO O O L
T | nGraphHE || (1021 19 V|O H ©O0 . |0O00O0O0C e ee@0O0O|0OO0OTL
S | nGraph-HE2 [tos; 19 V|O H O O O © O O O @e|®@ O O ©O O O L
* | PlaidML-HE (o] 19 V| O H? O O O © O @€ O @e/O O O OO O O L
O | CrypTFlow o771 20 v/ ® H# - |O © -0 O O O O @e/0 © O e/ O @
S | ABY3 k3] 18 H| ® H - | O @€ - | @ O O O O O|®e O O O|e O e
o0 | Flash 751 20 VvV ®@ H - |O @ - @ O O O O O|le O O OO0 O e
S | Blaze m] 20 VvV ® H - |O @€ - @ O O O O OO0 O O OO0 O e
= | Swift 9] 21 Y @ H - O @ - ®@ O O O O Ol © O O|]0O O e
‘i Trident 00 20 ® ® # - O @€ - @@ O O O O Ol O O O|0O O e
S | Fantastic 4 8] 21 W@ @® g - | O @€ -1 O O O O O 0|l O O 0|0 O e
QuantizedNN ([ [721 20 V| @ H QO © -|O O O O O OO © O e/ O O o
AdamInPrivate [ [90] 22 H | @®@ L. QO O 1|@ O @€ O O O/l @@ @€ O OO O e
SecureNN % 19 @ @® H - O @ - @ O @€ O O | O O OO0 O e
FalconN 6 21 W @ L O @ 11 @ O @€ O O Ole @ O OO0 O e
CrypTen 771 21 W | @ H O © 10 O O © O 60 O O OC e o o
CryptGPU 511 21 M| © H O © 11O 0 @ e O Ol @6 O Ol O o
Piranha [toog] 22 M| © H O © -0 O O e O e 06 O OO O e

H: >32-bit, L: <32, M: mixed, ?: unspecified; I: iterative, T: table lookup; L: LHE, T: TFHE; * marks the earliest appearance of the preprint;
L)) adopter of existing techniques / w/o acc. or end-to-end inf. results; o original contributor / with performance & accuracy;




(IV) Performance Evaluation

= Mixed frameworks minimize online inference lafency on LAN

0.95 A
e >0 ’O%t;\lAs SHE
. g x
0.90 A ®
e o)
g o © °
< 0.85 A
3 CryptGPU
O o wYPLG CHET
< e o0 © o X
0.80 A -
aster-Crypt
vFj]l/conN xJ «
0.75 A
v ® X
1072 103 104 10° 106 10’

Online Latency (ms) under LAN Setting over CIFAR-10

*Server-Client:
GForce [USS21]
COINN [CCS21]
CryptoNAS [NeurlPS20]
CHET [PLDI19]

YMPC (non-colluding servers):

CryptGPU [SP21]
FalconN [PETS21]

*Pure-HE:
SHE [NeurlPS19]

Throughput: See our paper
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Re-evaluation on WAN

= Run the state-of-the-art frameworks on the same hardware

+ Google Cloud
* Nvidia V100s
« Comm. latency = 50ms

=
-

s | — Falcon [PETS2T]
- CryptGPU [SP21]

5 T T | S Piranha [USS22] over Falcon
Z 5 —>— GForce [USS21]

LI | v ’ L L LI L LA | v L ' v LENEL L A |
101 102 10°%
Bandwidth (Mbps)

= “Can we build a universal compiler that enables rapid
prototyping and allow uniform experimental comparisone™

[—
(=]
no

Latency (s)
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Full Version: sokcryptonn.github.io

= More Details on Cryptography
= Interactive Charts and Genealogy

= Update to include new works
= Contact us if you feel we missed your work!

luciengkl@gatech.edu | sherman@ie.cuhk.edu.hk
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